
License and Terms: This document is copyright 2025 the Author(s); licensee Beilstein-Institut.

This is an open access work under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0). Please note that the reuse,
redistribution and reproduction in particular requires that the author(s) and source are credited and that individual graphics may be subject to special legal provisions.
The license is subject to the Beilstein Archives terms and conditions: https://www.beilstein-archives.org/xiv/terms.
The definitive version of this work can be found at https://doi.org/10.3762/bxiv.2025.30.v1

This open access document is posted as a preprint in the Beilstein Archives at https://doi.org/10.3762/bxiv.2025.30.v1 and is
considered to be an early communication for feedback before peer review. Before citing this document, please check if a final,
peer-reviewed version has been published.

This document is not formatted, has not undergone copyediting or typesetting, and may contain errors, unsubstantiated scientific
claims or preliminary data.

Preprint Title Few-photon microwave fields for superconducting transmon-based
qudit control

Authors Irina A. Solovykh, Andrey V. Pashchenko, Natalya A. Maleeva,
Nikolay V. Klenov, Olga V. Tikhonova and Igor I. Soloviev

Publication Date 02 May 2025

Article Type Full Research Paper

ORCID® iDs Irina A. Solovykh - https://orcid.org/0009-0006-2261-0055; Andrey V.
Pashchenko - https://orcid.org/0000-0003-4859-6053; Nikolay V.
Klenov - https://orcid.org/0000-0001-6265-3670; Olga V. Tikhonova
- https://orcid.org/0000-0003-0229-5992; Igor I. Soloviev -
https://orcid.org/0000-0001-9735-2720

https://creativecommons.org/licenses/by/4.0
https://www.beilstein-archives.org/xiv/terms
https://doi.org/10.3762/bxiv.2025.30.v1
https://orcid.org/0009-0006-2261-0055
https://orcid.org/0000-0003-4859-6053
https://orcid.org/0000-0001-6265-3670
https://orcid.org/0000-0003-0229-5992
https://orcid.org/0000-0001-9735-2720


Few-photon microwave fields for superconducting transmon-based1

qudit control2

Irina A. Solovykh1,2, Andrey V. Pashchenko1,3,4, Natalya A. Maleeva5, Nikolay V. Klenov∗1,3, Olga3

V. Tikhonova1,2,6 and Igor I. Soloviev1,6, 1, 2, 3, 4, 5, 6
4

Address: 1Lomonosov Moscow State University, Faculty of Physics, Moscow, 119991, Russia;5

2Lomonosov Moscow State University, Skobeltsyn Institute of Nuclear Physics, Moscow, 119991,6

Russia; 3All-Russian Research Institute of Automatics n.a. N.L. Dukhov (VNIIA), 127055,7

Moscow, Russia; 4Moscow Technical University of Communications and Informatics (MTUCI),8

111024, Moscow, Russia; 5National University of Science and Technology "MISIS", 119049,9

Moscow, Russia and 6Kotel’nikov Institute of Radio Engineering and Electronics of RAS, 12500910

Moscow, Russia11

Email: Nikolay V. Klenov - nvklenov@mail.ru12

∗ Corresponding author13

Abstract14

Increasing the efficiency of quantum processors is possible by moving from two-level qubits to ele-15

ments with a larger computational base. An example would be a transmon-based superconducting16

atom, but the new basic elements require new approaches to control. To solve the control problem,17

we propose the use of nonclassical fields in which the number of photons is equal to the number of18

levels in the computational basis. Using theoretical analysis, we have shown that (i) our approach19

makes it possible to efficiently populate on demand even relatively high energy levels of the qudit;20

(ii) by changing the difference between the characteristic frequencies of the superconducting atom21

and a single field mode, we can choose which level to populate; (iii) even the highest levels can be22

effectively populated in the sub-nanosecond time scale. We also propose the quantum circuit de-23
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sign of a real superconducting system in which the predicted rapid control of the transmon-based24

qudit can be demonstrated.25

Keywords26

Josephson "atoms"; quantum-state-control; superconducting qubits; non-classical fields27

Introduction28

Currently, quantum computing is under active development, opening new horizons for solving a29

number of problems that are difficult for classical processors: modeling the behavior of quantum30

systems, optimization problems, hacking cryptographic systems, solving large systems of linear31

equations, and analyzing heat conduction equations [1-6].32

The basis for the physical implementation of these computations is a quantum processor consisting33

of computational cells called qudits, whose states can be represented with satisfactory accuracy in34

the form of a decomposition into 𝑛 basis states. Today, the main focus is on processors based on35

qubits (a special case of qudits with 𝑛=2) on a superconducting, ionic or other platform. However,36

it is still not easy to create the necessary number of qubits and control channels to implement really37

useful quantum algorithms. A promising solution to this problem is to expand the computational38

basis of an element by switching to qutrits (𝑛=3), ququarts (𝑛=4), and so on [7-12].39

We believe that an additional synergistic effect can be achieved by using quantum electromag-40

netic fields with a comparable (with 𝑛) number of photons to control such quantum multilevel sys-41

tems. The coexistence of different photons in a single waveguide should make it possible to use the42

scarce control circuits on a quantum chip more efficiently. In the future, the analysis of the behav-43

ior of "qudits + multiphoton quantum field" systems will form the basis for the practical implemen-44

tation of quantum internet and quantum telecommunication systems [13-16].45

Among the many possibilities, we will focus on the superconducting platform: it allows to create46

sources and mixers for microwave photons, qubits and qudits with corresponding characteristic fre-47

quencies of transitions between basis states, as well as radiation detectors with the claim of being48

quantum sensitive [17-23].49
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So far, the most common artificial atom among the superconducting ones is considered to be a50

charge qubit with a large shunt capacity, namely a transmon [24-26]. The transmon is technically51

simple to fabricate, easy to operate, and resistant to decoherence from various sources. The lat-52

ter feature makes it possible to achieve a long lifetime of this artificial atom (the lifetime of quan-53

tum states is tens of microseconds). It should be noticed that the spectrum of eigenvalues of the54

Hamiltonian of a real transmon (a slightly nonlinear oscillator) is quite close to the equidistant one;55

however, a number of widely used theoretical models describing its evolution in an external electro-56

magnetic field (the Jaynes-Cummings model) do not take into account the high-lying energy levels57

of the artificial atom, and even more the nonlinearity existing in a real solid-state system [27-29].58

This article presents the results of a theoretical description of the interaction between a few-photon59

microwave non-classical field and a transmon-based qudit with several even high-lying levels being60

taken into account. We develop methods of rapid quantum control of designed transmon-based61

qudit and its state population dynamics. The structure of the article is as follows: first, the model62

of the system under study is described in more detail, followed by a theoretical description of the63

Fock-based control of the qudit states and a discussion of possible practical implementations.64

Research methods65

Model description66

The system under consideration consists of a high-quality (the quality factor is about ≈ 105 − 106
67

and depends mainly on external coupling 𝐶𝑖𝑛/𝑜𝑢𝑡) superconducting resonator connected to a trans-68

mon by a capacitance 𝐶𝑔 (see Fig.1). The resonator in this system is a quantum harmonic oscillator69

with a fully equidistant energy spectrum described by bosonic ladder operators �̂� and �̂�+, and the70

photon number operator �̂�𝑎 = �̂�+�̂�. The transmon is considered as an anharmonic oscillator (with71

ladder operators �̂� and �̂�+) with the number of excitations in the solid-state system similarly intro-72

duced as �̂�𝑏 = �̂�+�̂�. In a transmon, the inductance is created using a nonlinear element: a nanoscale73

Josephson junction, JJ (or a pair of JJs forming an interferometer-like circuit), so the spectrum is74

no longer equidistant. In the case where the JJ pair is used, the characteristic (plasma) frequency75
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of the transmon can be quickly adjusted during 10 – 20 ns in the range of 1 GHz by an external76

magnetic field [30]. In practice, researchers try to reduce the transom frequency dependence on77

the external magnetic field to get rid of parasitic flux fluctuations. A large shunt capacitance 𝐶𝐵 is78

needed to increase resistance to parasitic charge fluctuations [31].79

Figure 1: Schematic representation of the model under discussion: few-photon microwave field
from a high-quality resonator (red) affect an artificial transmon-based atom (blue). The potential
energies and energy spectra for harmonic (resonator) and anharmonic (transmon) oscillators are
shown above. Crosses mark the Josephson junctions in the transmon interferometer. The external
magnetic flux Φ𝑒𝑥𝑡 is used to tune the spectrum of a nonlinear system.

A few-photon non-classical microwave field (with a certain number of photons, 𝑘0) enters the res-80

onator [32-36] with variable frequency detuning Δ𝜔 between the resonator and the artificial atom.81

The time evolution of the quantum state of the transmon qudit, the populations of its eigenstates,82

and the number 𝑛 of excitations induced in the superconducting system by the quantum field is83

studied. By taking into account the nonlinearities in the system, it will be shown that there is a cer-84

tain value of the frequency detuning at which the dynamics of the energy transition from the field85

to the solid-state system and vice versa is most efficient.86
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Theoretical description of Fock-based qudit control87

First, we need to quantize the field in the harmonic oscillator that corresponds to a high-quality88

resonator. The energy of the electric field stored in the capacitor and the energy of the magnetic89

field stored in the inductor can be written as follows:90

𝐻𝐿𝐶 =
𝑄2

2𝐶
+ Φ2

2𝐿
→ �̂�𝐿𝐶 = ℏ𝜔0(�̂�+�̂� +

1
2
), (1)91

with operators of quantum charge and flux introduced by:92

�̂� = 𝑖𝑄𝑧𝑝 𝑓 (�̂�+ − �̂�), Φ̂ = Φ𝑧𝑝 𝑓 (�̂�+ + �̂�), (2)93

where 𝑄𝑧𝑝 𝑓 =

√︃
ℏ

2𝑍0
, Φ𝑧𝑝 𝑓 =

√︃
ℏ𝑍0
2 are the vacuum fluctuations of charge and flux, 𝑍0 is the char-94

acteristic impedance, 𝜔0 = 1√
𝐿𝐶

is the resonator angular frequency. The transmon is treated almost95

the same way, but in this case the number of Cooper pairs on the shunt capacitor 𝐶𝐵 (island) and96

the phase on the JJ/(interferometer) are quantized as follows:97

�̂�𝐶𝑃 =
𝑖

2
( 𝐸𝐽
2𝐸𝐶

) 1
4 (�̂�+ − �̂�), �̂� = (2𝐸𝐶

𝐸𝐽
) 1

4 (�̂�+ + �̂�), (3)98

where charge energy 𝐸𝐶 = 𝑒2

2𝐶𝐵
, Josephson energy 𝐸𝐽 =

Φ0𝐼𝑐
2𝜋 are used (𝐼𝑐 is the critical current99

flowing through the Josephson junction). The Hamiltonian for the transmon part of our system can100

be written in the following form, taking into account the nonlinearity [6]:101

�̂�0 = ℏ𝜔𝑝 �̂�
+�̂� − 𝐸𝐶

12
(�̂� + �̂�+)4, (4)102

where −𝐸𝐶

12 is the nonlinearity parameter, 𝜔𝑝 =
√

8𝐸𝐽𝐸𝐶

ℏ
is the plasma frequency of the trans-103

mon. The first term in the Hamiltonian describes a free linear evolution of the photon operators,104

characterized by their oscillations in time in the Heisenberg representation. The nonlinear term in105

the Hamiltonian can be averaged over high-frequency oscillations, leaving only smoothly varying106
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terms. This procedure actually corresponds to the so-called Rotating Wave Approximation (RWA),107

in which the following type of nonlinear term can be obtained:108

(�̂� + �̂�+)4 ≈ 6�̂�2
𝑏 + 6�̂�𝑏 + 3. (5)109

The expression for the nonlinear term obtained in (5) indicates that the nonlinearity of the transmon110

is similar to the type of Kerr phase modulation 𝛾�̂�𝑏 (�̂�𝑏 + 1), with 𝛾=−𝐸𝐶

2ℏ . Thus, the Hamiltonian111

(4) can be rewritten as follows:112

�̂�0 = ℏ𝜔𝑝 �̂�𝑏 + ℏ𝛾�̂�𝑏 (�̂�𝑏 + 1). (6)113

Note that for such a system the operator �̂�𝑏 is found to be independent on time (being an integral of114

motion). This means that this nonlinearity itself leads only to phase modulation without changing115

the excitation statistics.116

In our case, the dynamics of the excitations of a Josephson nanosystem (transmon) under the action117

of a nonclassical electromagnetic field is studied. The interaction of the photonic and supercon-118

ducting subsystems is investigated by direct solution of the nonstationary Schrodinger equation:119

𝑖ℏ
𝜕Ψ

𝜕𝑡
= �̂�Ψ. (7)120

The Hamiltonian of such a system, taking into account both the nonlinearity of the transmon and121

the transmon-field coupling, can be written as follows:122

�̂� = ℏ𝜔0(�̂�𝑎 +
1
2
) + ℏ(𝜔0 + Δ𝜔) (�̂�𝑏 +

1
2
) + ℏ𝛾�̂�𝑏 (�̂�𝑏 + 1) + ℏ

𝑔

2
(�̂�+�̂� + �̂��̂�+), (8)123

where 𝜔0 + Δ𝜔 = 𝜔𝑝 is the transmon frequency. The interaction strength of the resonator mode124

with the Josephson subsystem is taken as 𝑔 =
𝑑0𝜀0
ℏ

, where 𝑑0 = 2𝑒𝑙 ( 𝐸𝐽

32𝐸𝐶
) 1

4 is the dipole moment125

of the transmon, 𝜀0 = (𝜔0
𝑙
) ( 𝐶𝑔

𝐶𝐵
)
√︃

ℏ𝑍0
2 is the vacuum electric field in the resonator that affects the126

transmon and 𝑙 is the distance that the Cooper pair travels when tunneling through JJ [37]. The127
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conditions for the application of the rotating wave approximation, which makes it possible to use128

relation (5), are: Δ𝜔 << 𝜔0 and 𝑔 << 𝜔0 [38].129

In this paper, the efficiency of the interaction between two subsystems is determined by the average130

photon density <𝑁>
𝑉𝑟𝑒𝑠

, which is large enough to allow field-induced transitions to occur significantly131

faster than any decoherence processes in the system, which actually corresponds to the strong field132

regime. This makes it possible to correctly describe the dynamics of a quantum system in terms of133

the nonstationary Schrodinger equation without taking dissipations into account [39].134

The developed theoretical approach appears to be very powerful and allows to describe the mu-135

tual influence between the superconducting and field subsystems beyond the perturbation regime136

with efficient excitation of transmon being taken into account. For the case of few-photons in the137

field mode the analytical solution of the problem is found. In the general case, the nonstationary138

Schrodinger equation (7) was solved numerically using the expansion of the total non-stationary139

wave function in terms of the interaction-free eigenfunctions of the Josephson 𝜙𝑛 and field 𝜙𝑘 sub-140

systems:141

Ψ = Σ𝐶𝑛,𝑘 (𝑡)𝜙𝑛𝜙𝑘𝑒−
𝑖𝐸𝑛𝑘 𝑡

ℏ , (9)142

with the designation of the total energy in the system 𝐸𝑛,𝑘 = ℏ𝜔0(𝑛 + 1
2 ) + ℏ𝜔0(𝑘 + 1

2 ). Substituting143

solution (9) into equation (7) leads to a system of differential equations for probability amplitudes144

𝐶𝑛,𝑘 (𝑡) to find k photons in the field mode and n-fold excitation of the transmon:145

𝑖 ¤𝐶𝑛,𝑘 = 𝑛Δ𝜔𝐶𝑛,𝑘 + 𝛾𝑛(𝑛 + 1)𝐶𝑛,𝑘 +
√︂
𝑛(𝑘 + 1)

4
𝑔𝐶𝑛−1,𝑘+1 +

√︂
𝑘 (𝑛 + 1)

4
𝑔𝐶𝑛+1,𝑘−1. (10)146

Based on the obtained solution, the probability of detecting a transmon in the state with the number147

𝑛 is given by:148

𝑃𝑛 (𝑡) = Σ𝑘 |𝐶𝑛,𝑘 (𝑡) |2. (11)149
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The probability of finding 𝑘 photons in the field mode can be found similarly to (11) as follows:150

𝑊𝑘 (𝑡) = Σ𝑛 |𝐶𝑛,𝑘 (𝑡) |2. (12)151

The initial state is considered to be the Fock state of the resonator with the number of photons 𝑘0152

denoted as 𝜙𝑖𝑛 = |𝑘0⟩.153

Results154

Different regimes of transmon population dynamics155

The first feature demonstrated for the interacting superconducting subsystem and a single-mode156

quantum field is a significant influence of the Josephson nonlinearity (which is similar to the Kerr157

self-phase modulation) on the dynamics of the transmon excitation.158

Figure 2 shows 2D distributions characterizing the time-dynamics of the population of different159

transmon states in the case of strong and weak nonlinearity in the system. Here we see Rabi-like160

oscillations [40-42] between different transmon states, and the amplitude of these oscillations is161

characterized by slow modulation resulting from the nonlinearity effect. It is shown that even a162

small nonlinearity leads to the appearance of amplitude modulation, and different numbers of states163

are characterized by different modulation and frequency. Moreover, it is found that significantly164

different regimes of dynamics take place in dependence on the value of the key-parameter 𝐾 which165

combines the characteristics of both effects - the nonlinearity and coupling with quantum field:166

𝐾 =
𝛾𝑘0(𝑘0 + 1)

𝑔
. (13)167

Actually this parameter represents the ratio between the efficient nonlinearity of transmon and the168

strength of its coupling with quantum field. And it is very important that the efficient nonlinearity169

is calculated for maximal possible transmon excitation directly determined by the initial number170

of photons in the field 𝑘0. For relatively small values of the nonlinearity parameter (𝐾 << 1), a171
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Figure 2: Distribution (colored) of the probability of transmon state excitation versus time with
initial state 𝜓𝑖𝑛 = |0⟩𝑏 |5⟩𝑎 for the case when the nonlinearity parameter (a) 𝛾 = −0.001𝜔0, (b)
𝛾 = −0.01𝜔0 for 𝑔 = 0.03𝜔0, Δ𝜔 = 0. The dimensionless time unit is 𝑡, which is converted to
dimensional units with the following formula 𝜏 = 2𝜋𝑡

𝜔0
.

strong coupling between the field and the Josephson subsystem gives rise to periodic transition of172

the transmon to high-energy states, as can be clearly seen in Fig.2(a). Here, all the energy initially173

stored in the field can be transferred to the transmon with periodic maximal population of the high-174

est possible excited transmon state with 𝑛 = 𝑘0.175

In the case of a predominance of nonlinear interaction, high-energy excitation channels are strongly176

suppressed, as can be seen in Fig.2(b). It was also found that with an increase of the parameter 𝛾,177

the period of oscillations in channel occupancy increases significantly.178

Population control through frequency detuning179

As it was shown in the previous Section, the regime of strong nonlinearity when the parameter180

𝐾 > 1 leads to suppression of excitation of high-energy transmon states. However, here we pro-181

pose and discuss a method how to overcome this effect. We have found out that it is possible to182

controllably manage the excitations in the Kerr nonlinear transmon by varying the frequency detun-183

ing of Δ𝜔. Using the law of energy conservation in the case of the initial state 𝜓𝑖𝑛 = |0⟩𝑏 |𝑘0⟩𝑎, we184

have analytically found the formula to determine the optimal value of the frequency detuning, that185
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produces the maximum excitation of a certain transmon state "on demand":186

ℏ𝜔0𝑘0 + ⟨𝑊𝑖𝑛𝑡⟩𝑖𝑛 = ℏ(𝜔0 + Δ𝜔)𝑛 + ℏ𝜔0(𝑘0 − 𝑛) + ℏ𝛾𝑛(𝑛 + 1) + ⟨𝑊𝑖𝑛𝑡⟩ 𝑓 𝑖𝑛, (14)187

where ⟨𝑊𝑖𝑛𝑡⟩𝑖𝑛/ 𝑓 𝑖𝑛 denotes the average value of the interaction energy in the initial and final states188

of the system, respectively. For an exact number of exitatons in the system, the average interaction189

energy is zero, which means that for the case of the initial state of the transmon, ⟨𝑊𝑖𝑛𝑡⟩𝑖𝑛 = 0. In190

addition, under the condition of ensuring the maximum possible excitation, no energy should be191

involved in the interaction in the final state, so ⟨𝑊𝑖𝑛𝑡⟩ 𝑓 𝑖𝑛 = 0. Thus, equality (14) implies an ex-192

pression for the optimal frequency detuning, at which the maximum excitation of the state with the193

highest number 𝑛 = 𝑘0 can be achieved:194

Δ𝜔𝑜𝑝𝑡𝑛 = −𝛾(𝑛 + 1), (15)195

It should also be emphasized that this analytical method, based on finding the integral of the mo-196

tion, makes it possible to predict the optimal frequency detuning without solving the system of197

equation (10). Formula (15) is explicitly confirmed by the numerically calculated 2D probabil-198

ity distribution of the excitation of different transmon states shown in Fig.3 in dependence on fre-199

quency detuning and time.200

Figure 3: Distribution (colored) of the probability of transmon state excitation versus time of (a)
the 1st, (b) the 2nd, and (c) the 3rd of the transmon states at 𝑔 = 0.025𝜔0, 𝛾 = −0.02𝜔0 as a
function of the frequency detuning Δ𝜔 for the initial state 𝜓𝑖𝑛 = |0⟩𝑏 |3⟩𝑎.

10



A very well-pronounced maximum of the probability is found at optimal frequency detuning at201

each of the three presented distributions. It is important to note that formula (15) is valid and can202

also be applied in the case of any intermediate transmon state, but in this case the characteristic203

peak width for the level population can be large enough to lead to some overlapping and interfer-204

ence patterns in the distribution (see Fig.3(a), (b)). Physically, these lateral peaks occur in other205

settings when not only the desired state is involved in the excitation, but also some other neighbors.206

In this case, the average interaction energy in (14) becomes non-zero, providing a different energy207

state that leads to additional preferred values of the frequency detuning.208

To demonstrate more precisely the possibility of high-efficient excitation of any transmon state "on209

demand" by frequency detuning, we calculate the time-dependent populations of transmon levels210

at optimal points. The results are shown in Fig.4. In the resonance case (Fig.4(a)) the excitation of211

high energy trasmon states is strongly suppressed due to significant influence of the Kerr nonlin-212

earity (𝐾 = 9.6). However, it is clearly seen that the frequency adjustments found by formula (15)213

for the 1st (see Fig.4(b)), 2nd (see Fig.4(c)) and 3rd (see Fig.4(d)) Fock states are indeed optimal214

values, providing increased excitation of the considered states. The effect of possible maximum215

excitation is especially pronounced for the highest transmon level when all the input energy of the216

quantum field is transferred to the superconducting subsystem.217

Thus, the optimal frequency detuning allows to overcome the suppression of excitation induced by218

strong nonlinearity and to achieve periodically maximum population of a certain transmon state219

"on demand".220

Discussion and conclusion: quantum circuit design221

The optimal frequency detuning opens the possibility to achieve maximum excitation of a certain222

transmon state even under strong nonlinearity. In practice, however, the case where 𝐾 is rather223

close to unity may be strongly demanded. This regime corresponds to a rather strong coupling be-224

tween the transmon and the quantum field and can be attractive due to the possibility of much faster225

transmon dynamics. Moreover, as will be discussed below, the experimental control of the excita-226
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Figure 4: Distribution (colored) of the probability of transmon state excitation versus time ob-
tained in the case of the initial state 𝜓𝑖𝑛 = |0⟩𝑏 |3⟩𝑎 in the regime of a predominant nonlinear inter-
action (𝐾 = 9.6) for 𝑔 = 0.025𝜔0, 𝛾 = −0.02𝜔0 when (a) in resonance case at Δ𝜔 = 0, (b) at
Δ𝜔 = 0.04𝜔0 - optimal frequency for efficient population of the first state, (c) at Δ𝜔 = 0.06𝜔0 - op-
timal frequency for efficient population of the second state, (d) at Δ𝜔 = 0.08𝜔0 - optimal frequency
for efficient population of the third state.

tion is much easier in this case. This regime is difficult to achieve in traditional qubit-based exper-227

iments, where everyone deals with the weak coupling regime when 𝑔

2𝜋 ≈ 10 MHz and 𝛾

2𝜋 ≈ −100228

MHz. Devoret et al. [43] showed that the coupling of the JJ system with the resonator can be sig-229

nificantly enhanced by placing it in the gap of the central conductor of the coplanar waveguide230

(CPW). In this case, the JJ system will interact directly with the current (magnetic field) in the cav-231

ity, and the coupling strength will change from 𝑔

𝜔0
≈

√
𝛼 to 𝑔

𝜔0
≈ 1√

𝛼
, where 𝛼 is a fine structure232

constant. This case corresponds to the so-called "ultra-strong coupling regime" [44], which is be-233

yond the scope of this article.234

Later, it was shown that this system is inconvenient for practical implementation: the low nonlin-235

earity of 𝐸𝐶

ℎ
≈ 5 MHz and the huge intrinsic capacitance of JJ 𝐶𝐽 ≈ 4 pcF are difficult to achieve.236

The reason was that the JJ system was located in the center of the resonator and inductive coupling237
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prevailed. The problem can be solved by using the so-called "in-line transmon" design: one should238

move the JJ system closer to the edge of the resonator in the area of the maximum voltage in the239

standing wave, where capacitive coupling will be implemented. At the same time, the value of240

the coupling strength will decrease, but still remain quite large in comparison to the characteris-241

tic nonlinearity 𝐸𝐶

ℎ
≈ 300 MHz [45,46]. Such a system was further designed as an example to242

demonstrate the experimental feasibility of the proposed concept for qubit control with microwave243

photons.244

In our case the characteristic magnitude of the nonlinearity 𝛾

2𝜋 = −𝐸𝐶

2ℎ = −100 MHz is directly245

proportional to the charge energy 𝐸𝐶 of the transmon, which is determined by the capacitance of246

the remaining part of the resonator 𝑙𝑞 = 549 microns (see Fig.5, the red part of the resonator). The247

coupling strength can be estimated as:248

𝑔

2𝜋
=

√︄
2𝜋𝑍0𝛼

𝑍𝑣𝑎𝑐
( 𝐸𝐽
2𝐸𝐶

) 1
4
𝜔𝑝

2𝜋
, (16)249

and it will vary depending on the external magnetic flux (𝐸𝐽 (Φ𝑒𝑥𝑡) and 𝜔𝑝

2𝜋 (Φ𝑒𝑥𝑡)). Here, 𝑍𝑣𝑎𝑐 ≈250

377 Ohms, 𝑍0 = 50 Ohms. Taking this expression into account, at a typical plasma transmon fre-251

quency of 𝜔𝑝

2𝜋 ≈ 5 − 6 GHz, the coupling strength will be 𝑔

2𝜋 ≈ 1.2 GHz and efficient state control252

for qudit will be possible for low energies, 𝑛 = 1...3.253

Switching between effectively populated states is carried out when an external magnetic flux Φ𝑒𝑥𝑡254

is applied to the interferometer, taking into account the condition Δ𝜔𝑜𝑝𝑡𝑛 = −𝛾(𝑛 + 1) (see Fig.6).255

The tuning of plasma frequency is regulated by the interferometric arm asymmetry, and the val-256

ues of 𝐸𝐽 determine the magnitude of the critical current and the area of each JJ: 𝐼𝑐1 ≈ 39.44 nA,257

𝑆1 = 200 ∗ 197 nm; 𝐼𝑐2 ≈ 22.21 nA, 𝑆2 = 149 ∗ 149 nm with the usual critical current density of258

𝑗 = 1 𝜇𝐴

𝜇𝑚2 . The frequency of the resonator was chosen to be 𝜔0
2𝜋 = 5.348 GHz to provide simulta-259

neously strong coupling with quantum field and optimal detuning from resonance. In addition, this260

frequency determines the total length of the system: 2𝑙 = 11.101 mm.261

Let’s discuss the limitations on the values of the physical parameters in this scheme. First of all,262
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Figure 5: In-line transmon design for efficient transmission of the quantum state: the red part of
the central conductor of the resonator and the blue SQUID form a transmon, the total length of the
resonator (green and red parts) forms the main resonant mode 𝜔0.

the following relation between the Josephson and charge energies should be satisfied 𝐸𝐽 >> 𝐸𝐶 ,263

provided in our design by the ratio 𝐸𝐽

𝐸𝐶
≈ 100, which correlates well with the chosen type of super-264

conducting artificial atom. The second constraint 𝐶𝐽 << 𝐶𝑠 = 𝑙𝑞𝐶
0 << 2𝑙𝐶0 is also fulfilled (the265

capacity JJ can be estimated as 𝐶𝐽 = 𝜀𝜀0
𝑆
𝑑
, 𝜀 = 10, 𝑑 = 2 nm for an AlOx film).266

This implementation has a number of significant drawbacks: the system takes up a lot of space on267

the chip, the impedance matching for the JJ system and the resonator is a problem. Nevertheless,268

for this discussed in-line transmon design, all necessary parameters are calculated and values of269

the coupling strength 𝑔 corresponding to the optimal transmon frequencies predicted by Eq. 15 and270

providing the most efficient excitation are found for the four lowest transmon states. For each con-271

sidered transmon state, its population is numerically calculated as a function of frequency detuning272

and time at the found coupling strength to confirm the designed optimal frequency condition. The273

results are shown in Fig.7 and obviously prove that the optimal detuning providing maximum exci-274

tation of each state explicitly coincides with the value obtained in the designed scheme according275
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Figure 6: The dependence of the resonator frequency 𝜔0, the plasma frequency of the qubit
𝜔𝑝 = 𝜔0 + Δ𝜔 and coupling strength 𝑔 between this two systems on the external magnetic flux
Φ𝑒𝑥𝑡 . When these two systems are connected, the united system with two modes 𝜔1 and 𝜔2 ap-
pears. Anticrossing at the point when the frequencies of the two systems coincide corresponds to
the green vertical line.

to formula (15) by varying the external magnetic flux and represented by four pink vertical lines in276

Fig.6 with corresponding numbers.277

Moreover, it can be easily seen that the control of states is very rapid and can be performed on the278

sub-nanosecond time scale. Indeed, Figure Fig.8 demonstrates the time-dependent probability279

of excitation of considered transmon states calculated for each state at its own optimal detuning.280

The obtained results demonstrate a very fast excitation with probability equal to unity achieved for281

each state of the designed transmon-based qudit, even for the highest one. Thus, the strong cou-282

pling regime appears to be very advantageous for the rapid sub-nanosecond control of the designed283

transmon-based qudit. In this case a very thin tuning to the optimal frequency can be performed by284

varying the applied magnetic flux.285

In conclusion, in this work a fast, simple, and precise control of the population of an artificial atom286
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Figure 7: 2D distributions of the populations of states with 𝑛 = 1−4 of the designed transmon with
nonlinearity 𝛾 = −0.0187𝜔0 calculated in dependence on frequency detuning and time at certain
values of the coupling strength specific for each considered state: a) 𝑔 = 0.213𝜔0, b) 𝑔 = 0.219𝜔0,
c) 𝑔 = 0.225𝜔0, d) 𝑔 = 0.231𝜔0. 4 photons are chosen to be initially in the quantum field mode.

is implemented theoretically using microwave photons (Fock states of the resonator). It is im-287

portant to emphasize that by adjusting the frequency of the nonlinear oscillator (qudit) from the288

linear resonator mode, we can choose which level of the solid-state subsystem is efficiently pop-289

ulated. In addition, we propose the quantum circuit design of a real superconducting scheme in290

which the predicted rapid control of transmon-based qudit can be demonstrated. It is important291

that in a strong coupling regime the efficient transitions in the transmon-based qubit occur on sub-292

nanosecond timescales [47]. Note that such times are not large in comparison to the decoherence293

process in the transmon-based qudit [26]. This circumstance makes it possible to design complex294

fully quantum hybrid "field + solid-state" systems for quantum computing and developing a fully295

quantum interface between superconducting and photon platforms. From another point of view,296
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Figure 8: A demonstration of the rapid control of the states with 𝑛 = 1 − 4 of the designed trans-
mon (from (a) to (d), respectively): panels show the time-dependent population of transmon states
at the selected optimal frequency detuning. The parameters for each panel are the same as for the
corresponding panels in Fig.7.

the developed transmon-based qudit can be used as an electromagnetic field detector, that allows at297

least to determine the exact number of photons in the resonator.298
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